Albert Peiret

Department of Mechanical Engineering and
Centre for Intelligent Machines,

McGill University,

817 Sherbrooke St. West,

Montréal, QC H3A 0C3, Canada

e-mail: albert.peiret@mail.mcgill.ca

Francisco Gonzalez
Laboratorio de Ingenierfa Mecanica,
University of A Coruna, Mendizdbal s/n,
Ferrol 15403, Spain

e-mail: f.gonzalez@udc.es

Jozsef Kovecses

Department of Mechanical Engineering and
Centre for Intelligent Machines,

McGill University,

817 Sherbrooke St. West,

Montréal, QC H3A 0C3, Canada

e-mail: jozsef kovecses@mcgill.ca

Marek Teichmann

'.) Check for updates

Co-Simulation of Multibody
Systems With Contact Using
Reduced Interface Models

Co-simulation techniques enable the coupling of physically diverse subsystems in an effi-
cient and modular way. Communication between subsystems takes place at discrete-time
instants and is limited to a given set of coupling variables, while the internals of each
subsystem remain undisclosed and are generally not accessible to the rest of the simula-
tion environment. In noniterative co-simulation schemes, commonly used in real-time
applications, this may lead to the instability of the numerical integration. The stability of
the integration in these cases can be enhanced using interface models, i.e., reduced rep-
resentations of one or more subsystems that provide physically meaningful input values
to the other subsystems between communication points. This work describes such an
interface model that can be used to represent nonsmooth mechanical systems subjected to
unilateral contact and friction. The dynamics of the system is initially formulated as a
mixed linear complementarity problem (MLCP), from which the effective mass and force
terms of the interface model are derived. These terms account for contact detachment
and stick—slip transitions, and can also include constraint regularization in case of
redundancy in the system. The performance of the proposed model is shown in several
challenging examples of noniterative multirate co-simulation schemes of a mechanical
system with hydraulic components, which feature faster dynamics than the multibody sub-
system. Using an interface model improves simulation stability and allows for larger inte-
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gration step-sizes, thus resulting in a more efficient simulation.
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1 Introduction

Predictive simulation of engineering systems is a valuable tool
in the development of new products and industrial applications.
Improvements in computational power and software capabilities
during the latest decades have expanded the range of problems
that can be addressed, as well as the expectations about perform-
ance and the quality of the results. This is also the case with
forward-dynamics simulation of multibody systems. Early
multibody system dynamics studies focused on the solution of rel-
atively simple mechanical problems. Presently, multibody simula-
tions are able to deal with challenging phenomena such as
flexibility, contacts, and friction in an efficient way [1,2]; in many
cases, the interaction of the mechanical system with elements of a
different physical nature, like hydraulics and electronics, is also
taken into consideration. The techniques to include this interaction
in simulation can be categorized into two main groups, namely,
monolithic methods and co-simulation approaches.

Monolithic formulations describe the dynamics of all the com-
ponents in an engineering application with a single set of equa-
tions, solved with its corresponding integrator. This approach has
been successfully applied to mechatronics and hydraulically actu-
ated mechanical systems [3,4], showing good stability and effi-
ciency properties [5]. Co-simulation, on the other hand, consists
in modeling and integrating separately the different subsystems in
an engineering application. The dynamics of each can then be for-
mulated and solved using methods especially suited to its physical
behavior. The subsystem solvers only exchange information
through a reduced set of coupling variables at discrete-time com-
munication points; otherwise, the numerical integration of each

Contributed by the Design Engineering Division of ASME for publication in the
JourNAL OF COMPUTATIONAL AND NONLINEAR DyNAamics. Manuscript received May 15,
2019; final manuscript received January 10, 2020; published online February 24,
2020. Assoc. Editor: Paramsothy Jayakumar.

Journal of Computational and Nonlinear Dynamics

subsystem proceeds independently from the execution of others.
The time interval between communication points is usually
referred to as macrostep. This modular approach makes
co-simulation environments particularly suitable for collaborative
projects, as it enables each partner to use its own modeling and
solution methods regardless of the implementation chosen by
other developers. Moreover, the internal details of each subsystem
remain hidden because only the communication interface needs to
be accessible from the outside, which avoids the disclosure of
intellectual property. Additionally, co-simulation makes it easier
to distribute the computational workload between several process-
ing units and to introduce interactions with physical components
in the simulation process, as in the case of Human- and Hardware-
in-the-Loop (HiL) setups [6]. However, the discrete-time commu-
nication between subsystems gives rise to coupling errors, such as
discontinuities and time delays in the coupling variables, which
may compromise the stability of the integration process and the
accuracy of the results [7].

Multiple approaches have been proposed in the literature to
improve the stability properties of co-simulation algorithms. In
general, iterative coupling schemes have been shown to exhibit a
more stable behavior than their noniterative counterparts [8,9].
The stability of implicit methods can be further improved using
polynomial interpolations [10] and the partial derivatives of the
subsystem states with respect to the coupling variables, if they are
available [11]. These schemes update the input variables in each
iteration and subsequently retake the integration step of one or
more subsystems. In some applications, however, iterative
schemes cannot be used, either because certain subsystems do not
allow resetting the integration to a previous state, or because the
available time to carry out the numerical integration is limited. In
these cases, explicit noniterative coupling approaches must be
used. When this is the case, Jacobi schemes, where the subsystems
exchange inputs at the beginning of a macrostep and proceed with
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their integration independently until the next communication
point, are a common choice. These noniterative co-simulation
schemes permit the parallelization of subsystem integration, as
opposed to Gauss—Seidel approaches, where the subsystems are
simulated in a sequential fashion [9].

Keeping noniterative co-simulation schemes stable is challeng-
ing, especially if subsystems have direct feed-through, i.e., their
outputs explicitly depend on their inputs [8]. In some applications,
it may be difficult to know whether this is the case, because infor-
mation about the internals of a subsystem may not be available to
the rest of the co-simulation framework; the subsystems behave
effectively as black boxes, accessible only through their commu-
nication interfaces. Also, even if the integration process remains
stable, coupling errors at the interface may cause the simulation
results to be inaccurate and not representative of the behavior of
the system under study [12]. Extrapolation and approximation of
subsystem inputs are commonly used strategies to improve the
performance of noniterative schemes [13—15]; adaptive extrapola-
tion techniques can be used as well [16]. Another possibility is to
act on the coupling variables or the communication step-size to
maintain the energy balance at the interface [17,18].

The above-mentioned methods only require the information
contained in the coupling variables to operate and do not need fur-
ther knowledge of the subsystems internals. The availability of
additional information, however, enables the definition and use of
alternative strategies to keep explicit co-simulation schemes stable
and accurate. The directional derivatives of the subsystems can be
used to this end [19] if they are known; otherwise, it is also possi-
ble to estimate them using subspace identification algorithms [20].
If the information exchanged between subsystems includes details
about their internal energy balance, energy monitoring and correc-
tion algorithms can be employed to enforce the fulfillment of the
energy balance of the whole system [21].

Reduced interface models (RIMs) have been recently proposed
to enhance the explicit co-simulation of multibody systems in
multirate environments [22]. In many engineering applications,
multibody systems are often coupled to other subsystems with
faster dynamics, such as hydraulics and electronics, which require
smaller integration step-sizes. As a consequence, these subsystems
perform more than one integration time-step during each global
macrostep. The inputs that the multibody subsystem provides to
these, however, cannot be updated until the next communication
point, and this may result in instabilities and the inaccuracy of the
results, even if extrapolation techniques are used. The RIM is
intended to provide these faster subsystems with a physics-based
prediction of the evolution of their inputs during the macrostep.
Such a model is characterized by the interface between the
mechanical subsystem and its co-simulation environment, which
can be parameterized by a set of generalized velocities that define
its interaction with the rest of the system. These generalized inter-
face velocities can be used to define a subspace in the dynamic
model, the interface subspace, analogous to the subspace of con-
strained motion [23], in which the dynamics of the whole multi-
body system can be decomposed. The RIM thus obtained
constitutes a reduced-order expression of the dynamics of the
mechanical system, represented by an effective mass matrix and
an effective force term.

The concept of RIM was introduced in Ref. [22] for smooth
mechanical systems and formulated at the acceleration level. The
research presented in this paper extends the use of RIMs to non-
smooth mechanical systems, such as those subjected to unilateral
contacts, impacts, and dry friction. The dynamics of such systems
is often formulated at the impulse-momentum level using time-
stepping schemes [24,25]. These methods can handle collisions
seamlessly and remove inconsistencies and indeterminacies
caused by friction that affect their acceleration-based counterparts
[26,27]. Although the system dynamics can be formulated as a
mixed linear complementarity problem (MLCP) for the friction-
less case [28], considering Coulomb friction at the contact points
leads to nonlinear complementarity problems (NCP). Some
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Fig. 1 Interfacing a multibody system M with a subsystem S
using an interface model 7

techniques from mathematical optimization can be used to solve
such nonlinear problems [29]. Nevertheless, it is possible to dis-
cretize the Coulomb model via the so-called facetization of the
friction cone so that the formulation recovers the form of an
MLCP [24-26,30]. Formulating the dynamics as an MLCP is con-
venient because a large array of solver algorithms for such a prob-
lem is available in the literature [31-33]. Alternatively, cone
complementarity methods formulate the dynamics as a convex
optimization problem and are often used in large-scale multibody
systems (such as in granular material simulation). On the other
hand, the contact problem is nonconvex by nature and the so-
called convexification is used in these methods to guarantee the
solution and convergence of the problem. But this can lead to arti-
facts when the relative sliding velocity in a contact pair is not
small [29,34].

This paper develops the RIM for nonsmooth mechanical sys-
tems with contact and friction, whose dynamics is formulated at
the impulse-momentum level as an MLCP. This reformulation is
compatible with unilateral contact with friction and able to model
stick—slip transitions. The proposed RIM was tested in the numeri-
cal simulation of hydraulically actuated mechanical systems.
Results confirmed the ability of the RIM to enhance the stability
and accuracy of noniterative multirate co-simulation setups with
multiphysics components.

2 Co-Simulation of Multibody Systems With Interface
Models

Let us consider a multibody system M that interacts with
another subsystem S, which can also be composed of several other
subsystems Sy, Ss,... Sy, as shown in Fig. 1. As far as the multi-
body system is concerned, all the interactions with S can be con-
sidered by means of one single interface. In many practical
applications, S represents components with dynamics and time
scales different from those of a multibody system, e.g., hydraulics
or electronics. Such components often need to be integrated at
faster rates than their mechanical counterparts. Here, we consider
a multirate setup where subsystem S uses a smaller integration
step-size than the multibody system, i.e., iy > hgs.

The multibody system M and the subsystem S exchange infor-
mation in the form of inputs u and outputs y at discrete-time com-
munication points, as shown in Fig. 2. Each subsystem, M and S,
has its own states and integration methods, which are not accessi-
ble to the rest of the co-simulation environment. The communica-
tion between the two subsystems takes place via a co-simulation
interface, and the data are exchanged at the beginning of each
macrostep of size H. Here, we chose a noniterative scheme, where
the subsystems are integrated in parallel (i.e., Jacobi scheme).
Therefore, the subsystems do not receive any information from
each other until the next communication point. For this reason,
the input values of the fast subsystem us must be extrapolated in
some way within the macrotime-step. A RIM can provide a
physics-based prediction of the coupling variables between com-
munication points. Instead of extrapolating the inputs using time-
history data of the coupling variables, RIMs approximate the out-
put variables of the multibody system y,, between communica-
tion points in terms of its most recent available inputs u,, and its
dynamics [22].
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Fig.2 Block diagram of a multibody system M and subsystem
S coupled in a co-simulation setup
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Fig. 3 Block diagram of a multibody system M and subsystem
S coupled in a co-simulation setup via an interface model 7 of
the multibody system

The introduction of a RIM of subsystem M in the
co-simulation leads to the scheme shown in Fig. 3, a multirate inte-
gration algorithm in which two communication step-sizes, /; and
H,, can be employed. With this approach, subsystem S exchanges
information through the co-simulation manager only with the RIM,
denoted by Z. Both Z and S are integrated at a faster rate and
synchronized every H,. Furthermore, if the computational power
allows it, they can even be integrated simultaneously, i.e.,
Hy = hs = hz. The full multibody system model M, on the other
hand, is integrated at a slower rate and synchronized with the rest
of the system every macrotime-step of size H; > H,. The timeline
of the resulting co-simulation setup is shown in Fig. 4. It must be
noted that the output y,,, and subsequently the inputs of Z, uy,
must contain all the information necessary to generate the RIM.

The configuration and velocity of a multibody system can be
parameterized by a set of r generalized coordinates q and a set of
n generalized velocities v; in general, > n. The relation between
them can always be written as ¢ = Nv, where N(q) is an r X n
transformation matrix. The interactions between the bodies can be
parameterized by a set of m. velocity components w., which can
be related to the generalized velocities as

w, = Av (D)

where A(q) is the m. X n constraint Jacobian matrix. Such inter-
actions can be modeled via kinematic constraints, either bilateral
or unilateral. The dynamic equations of a multibody system can
be written as

Mv +c=f+ATA 2

where M(q) is the n X n mass matrix, ¢(q, V) is the n X 1 array of
Coriolis and centrifugal terms, f is the n x 1 array of generalized
forces, and 4. is the m. x 1 array of constraint forces. Here, the
term force is used in the generalized sense, and the components in
Ac can be forces or moments depending on the kind of velocity
component constrained in w.. The generalized forces can be
decomposed as f = f, +f;, where f, contains the generalized
applied forces, and f; contains the generalized interface forces.

The interface between the multibody system M and subsystem
S can be parametrized using m; interface velocities

w; = Bv 3)
where B(q) is the n; x n interface Jacobian matrix. In some cases,

the interface velocities can be defined as the time derivatives of a
set of interface coordinates ®@;(q), as w; = ®;. With such a
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Fig. 4 Timeline of Jacobi-scheme co-simulation using an inter-
face model 7 of the multibody system M

parameterization, the generalized interface forces f; can then be
expressed in terms of m; interface forces 4; as

fi =B"4 “)

The force components in 4; can represent forces and moments,
depending on the kind of velocity components in w;. The interface
forces are usually provided by the external subsystem S, and so 4;
is part of the input of the multibody system M. In this case, the
interface kinematics ®; and w; are the output y . However, other
schemes where the input of the multibody system u,, is the inter-
face kinematics are also possible. Then, constraints can be used to
model the interface in the multibody system, and the constraint
force becomes the output y,, of the multibody system. This is
known as force—displacement coupling, and the direction in which
the interface variables are exchanged (i.e., whether the interface
force is the input or the output of the multibody system) depends
on the nature of each subsystem and how the dynamics is formu-
lated. Nevertheless, other coupling schemes are also possible,
such as force—force coupling or displacement—displacement
coupling [9].

The RIM can be obtained by expressing the dynamics of the
multibody system M in terms of the interface velocities w;. If all
constraints are bilateral, the dynamics of the RIM can be
expressed as [22]

Mw; = A + 4 5)

where the effective mass M; and effective force J; terms are

M; = (B(I—-P)M'BT) " 6)

4i = M;(B(I—P)M™!(f, — ¢) + Bv + BP.V) (7)

The projector matrix P = M~ 'AT(AM~'AT) 'A accounts for
the topology of the system and the connection between all the
bodies. However, the interface model of a nonsmooth multibody
system cannot be directly described by the expression of the effec-
tive mass and force terms above. This is because of inequalities in
the dynamics formulation due to unilateral contact and friction in
the system. Therefore, the RIM needs to be reformulated in order
to account for contact detachment and stick—slip transitions.

3 Nonsmooth Multibody System Dynamics

Constraints can represent the interactions between the bodies
by specifying the motion of the system with kinematic relations.
In general, we can consider three different kinds of interactions:
bilateral, unilateral, and friction. Therefore, the constraint forces
JAe and constraint velocities w, that act on a multibody system
with unilateral contacts can be arranged as
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A Wp Ay
he = | An and We= |W,| = [|A, ]|V ®)
It Wi A

where 4, contains the my bilateral constraint force components,
and 4, and 4, contain the m, normal contact force components
and my tangential (or friction) force components of all the contact
points. Here, we consider one normal component and two tangen-
tial components for each contact point. Likewise, the my, bilateral
constraint velocity components are arranged in wy, and the m,
normal contact velocity components and the m, tangential (or fric-
tion) velocity components are arranged in w,, and w;, respectively.

Contact between the bodies can be represented with unilateral
constraints. The contact interface can be described by m, contact
points, and the distance between contact surfaces at the points is
defined to be non-negative. Therefore, the m, contact distances
can be arranged into the array ®,(q) > 0, which defines the
normal velocity components as w, = ®,. The normal contact
force must always be compressive, and so it is also defined to be
non-negative

In=0 ©)

Furthermore, the complementarity condition between contact
force and contact distance can be written as

0<D, 11, >0 (10)

where the operator L denotes componentwise complementarity,
ie., ®yildy =0, Vj=1...m,. This condition represents that the
contact force is zero when the contact detaches, and positive when
the contact is closed. In addition, if we only consider the contacts
that are closed (i.e., ®, = 0), then complementarity can also be
defined between force and velocity as

0<w, L4, >0 (11)

Static friction can also be represented by constraints, which pre-
vent the contact points from sliding, i.e., w, = 0. However, the
magnitude of the static friction force is limited by Coulomb’s law
as

where Ay is the 2 x 1 array of the friction force components of the
Jth contact point, 4; is its normal force component, and y; is the
friction coefficient. On the other hand, the kinetic friction is
defined by the sliding direction as

hj = —iinjeg, Vj=1..my (13)

where e; = (w;;/[[wy|) is the 2x 1 array of the unit vector,
which defines the sliding direction, and w; contains the two com-
ponents of the sliding velocity.

These conditions that define friction are clearly nonlinear, and
using them together with the dynamics equations of systems with
unilateral contact leads to the formulation of a NCP. However, it
is possible to replace these conditions with linear ones and formu-
late a MLCP. For this, it is necessary to select a finite number of
directions on the tangent plane. Then, an upper and lower bound
can be defined for the component of the friction force along each
direction as

— My < € I <+ W (14)

where e, is the 2 x 1 array with the two components of the unit
vector along that direction. Ideally, we would need to enforce
these bounds in every direction on the plane in order to satisfy
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Coulomb’s law. If only a few directions are chosen, the model
will approximate the friction cone by a faceted cone (or pyramid).
Here, we choose two orthogonal directions on the tangent plane
(i.e., k=1, 2) and define the bounds for the tangent contact force
At as

—Whn <M < + phn (15)

where p:diag([u, ] i uk]T) is the friction coefficient

matrix. The coupling between normal and tangential directions
can be considered via implementing this definition for the bounds
in an iterative fashion. Nevertheless, the values of the bounds can
also be approximated using the normal force of the previous time-
step.

Such bounds in the constraint forces introduce nonsmoothness
into the system, and can be defined in general as

MO <A <A (16)

where 41° and A'P are the lower and upper force bounds, which
can be set to infinity for bilateral constraints. Unilateral con-
straints representing the normal contact force require a zero lower
bound since the contact force must be non-negative, then

0<in<+o0 an

and friction force bounds, on the other hand, can be defined by
Eq. (15). These force bounds define the limit of the interactions
described by the constraints. Therefore, constraints can only be
enforced if the force is within bounds, and in such a case, they
cannot be distinguished from bilateral constraints. However, when
the force is at the bound, the constraint cannot be maintained and
must yield, for instance, when the maximum friction force is
reached and the contact starts sliding. Such a behavior can be
described by complementarity conditions, but since upper and
lower bounds are considered, the constraint velocity needs to be
decomposed in two non-negative components as

w, = wio — w'P (18)

These components are also complementary to each other, meaning
that only one can be different from zero, which can be enforced
through the following complementarity conditions with the force
bounds as:

o< we

L(Ae—4°) =0 "
0< WP >0 (1

L (AP —A)

Here, to simplify the notation, the complementarity condition in
Eq. (19) will also be written in a more compact form as

we LA €[4, 2] (20)
These force bounds introduce nonsmoothness into the system
dynamics. An efficient way of dealing with nonsmooth systems is
to formulate the dynamics at the velocity level using a first-order
integrator because the order of accuracy in such systems cannot
be higher than one [35]. Here, the time discretization is done via
the formulation of the equations at the impulse-momentum level
as it is shown below.

3.1 Impulse-Momentum Formulation. Given an instant of
time f;, the configuration q = q(#;) and velocity v = v(#) of the
system are assumed to be known. We then consider a time-step of
size h so that the configuration q© = q(#1) and velocity v© =
V(fi41) at the instant #;,; = #; + h are unknown. The dynamic
equations at the impulse-momentum level can be written as
[30,36,37]
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Mv*t 4 he = Mv + hf + AThil 1)

where the expressions for the modified mass matrix M, and Corio-
lis and centrifugal terms ¢ depend on how the time discretization
is carried out. These can be obtained via an implicit formulation
of the inertial and gyroscopic terms in M and ¢, which can
improve simulation stability. Nevertheless, the simplest case is
M =M and ¢ = ¢, which corresponds to the so-called Moreau
time-stepping scheme [35].

Furthermore, the constraint velocity at the next time-step w; =
We (1) can be estimated via a first-order Taylor series of the
constraint velocity w, at #; as

dw,

2
ot on?) (22)

+ __
W, =W, +

where wc(f;) = Av is the known constraint velocity at time #.
Therefore, given the expression for the derivative of the constraint
velocity (dw./df) = w, = AV 4+ Av, and using the finite differ-
ence approximation v = (v —v) /h, the constraint velocity at the
instant ;. can be written as

wo = Av' +hAv (23)

where A(q, V) is computed using the known quantities q and v at
the instant #;. Then, complementarity conditions in Eq. (19) can
be defined between the unknown constraint velocities w,” and the
constraint forces 4" to formulate a complementarity problem.

3.2 The Mixed Linear Complementarity Problem. The
dynamic equations at the impulse-momentum level in Eq. (21),
together with the constraint velocities in Eq. (23), and the comple-
mentarity conditions in Eq. (20), form the MLCP

v

N he—f)-Mv| [0
ha; hAv S| w (24)

wi LAl e [, ar]

c 1

M —AT
A 0

+

Furthermore, eliminating v* in Eq. (24), one can obtain

(AM AT Rzt + AM T (A(f = ¢) + My) + hAV = WS (25)
for which AC* are the system unknowns. The reduced form of the
MLCP can then be written as

Hiil +b=wl L e[ ar] (26)

where H = AM ' AT is the me X m, symmetric matrix that repre-
sents the inverse effective mass of t_hle system in the constraint
space, and the m. x 1 array b = AM  (h(f — ¢) + Mv) + hAv is
known. Matrix H is positive definite if the constraints are not
dependent on each other. Otherwise, it may become positive semi-
definite and constraint force indeterminacy can occur, which can
be resolved via constraint regularization, for instance.

The solution of the MLCP in Eq. (26) can be found by means
of a pivoting algorithm, searching through the set of candidate sol-
utions. For each possible solution, we can distinguish between
tight and active constraints. Tight constraint forces can be either
at the lower or upper bound, /llc" or }.E‘p, while active constraint
forces must be within bounds. The constraint force and velocity
components, 4. and w,, can be rearranged as

| A o wa | | AY
Ae = [}q} and W, = {WJ = {ATV 27
where 4, and w, represent the active constraint forces and veloc-

ities, respectively, and 4, and w. the tight ones. With this group-
ing, the MLCP in Eq. (26) can be rewritten as

Journal of Computational and Nonlinear Dynamics

Hotoc Har hl;r bg( WI
= 2
{Hm He ||t | o] = | wh %)
since the tight forces in A are known, and equal to either llf or
AP, the active forces can be evaluated as

hif = —H, (b, + H,hi)) (29)

where w} = 0 has been used, because of the complementarity
condition in Eq. (19). Then, w can be computed as

Wi = Hyhi) + Hehil + b, (30)

A pivoting algorithm essentially iterates over different possible
solutions and checks if the computed force 4! is within the
bounds, as well as if the slack velocity w; satisfies complementar-
ity with the tight force ;. Then, when all the conditions are satis-
fied, the algorithm terminates and a solution is found.

4 Reduced Interface Models of Nonsmooth Systems

The interface of a multibody system M with another subsystem
S can be characterized by the interface velocities w; and forces 4;
from Egs. (3) and (4). The interface velocity can be discretized as
the constraint velocity in Eq. (23) as

w = Bv' + iBv (31)

These velocity quantities can be incorporated into the dynamics
formulation so that the MLCP in Eq. (24) can be rearranged as

M —AT —BT|[ v h(¢ —f,) — My 0
A 0 0 | |hil |+ hAv = |wf
B 0 0 hat hBv w;

wh LAl e [, 4]
(32)
Depending on the coupling approach, either w;” or A’ must
become the input variable of the multibody system. Therefore,
one of them is known when solving the MLCP. However, to
derive a RIM, we need the relation between the two in order to
predict the output of the multibody system independently from the
chosen coupling approach.
From the first row in Eq. (32), the generalized velocities v can
be expressed in terms of the constraint forces 4" and interface
forces 4, as

1

vE=M AT M OBTA M (h(f, —¢) + My)  (33)

Then, by substituting this expression into the other two rows, a
reduced version of that MLCP can be written as

AMT'AT AN BT [ A N b, wi
BM 'AT BM 'BT|[AhT]  |bi| |w (34)
wh LAl e [l 2]

c %

where b, = AM'A(f, — &) + Av + hAv, and b =BM 'k
(f, — ¢) + Bv + hBv are known.

A similar procedure can be employed to eliminate the unknown
constraint forces lc+ from Eq. (34). However, due to the existence
of force bounds, an especial treatment is required for the con-
straints. Tight constraints have the force at the lower or upper
bound, llc" or AP, while active constraints have the forces within
bounds. This distinction is important for the prediction of the
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system dynamics because the active constraint forces are the only
ones that actually satisfy the constraint equation w = 0. Tight
constraints, on the other hand, do not satisfy any constraint equa-
tion but rather an inequality condition for the constraint velocity
according to the complementarity condition in Eq. (19). There-
fore, tight constraints do not behave as constraints any more,
which is the case, for instance, when a contact detaches and starts
sliding.

Let us rearrange the constraint force and velocity arrays into
tight and active as in Eq. (27). Then, the MLCP in Eq. (34) can
also be rearranged as

hat b, w)
hal | b | = | w8 | @35)
hat b; wi

1

Tight constraint forces are known and are assumed to be constant
(i.e., AT = A or A", which can be taken from the solution of the
MLCP from the previous time-step. Active constraint forces are
considered within bounds, and so complementarity in Eq. (19)
ensures that w}* = 0. Therefore, active constraint forces 4. can be
eliminated from the system by substitution from the first row into
the last one so that an expression with the interface force and
velocity can be written as

(H;i —Hi, 1, Hi ) hA + b+ Hichd —Hi H (b, +H, hd) =w)
(36)

This expression above can be interpreted as a reduced-order
model of the nonsmooth multibody system, where the dynamics
have been projected onto the space parameterized by the interface
velocities w;.

Alternatively, the RIM in Eq. (36) can also be written as the
impulse-momentum dynamics equations of the RIM in Eq. (5)

M (w —wi) = h( i+ A7) 37)

where now the effective mass M; and force ;11 are

M; = (13(17130)1\71’1BT)71 (38)

~ ~ A A — . A +7
ii:Mi<B(I—PC)M '(f,— ¢ +BTA}) + By + BP, Y - V)
(39)

—1
where P, = M_IAE (AQM_IAD Ay, and A} and v* need to be
determined by solving the MLCP in Eq. (32). The expressions of
the effective mass and force terms are similar to the ones for
smooth systems in Egs. (6) and (7). However, matrix f’c is now
computed using the Jacobian matrix of the active constraints A,,
which makes the RIM account for contact states.

4.1 Constraint Regularization. Constraint  redundancy
occurs frequently in contact problems. In such cases, the con-
straint forces are no longer independent and the problem becomes
indeterminate. To overcome this problem, constraint regulariza-
tion can be used, which relaxes the constraints allowing constraint
violations. Then, the constraint violations are used as representa-
tion for deformation profiles to define the forces considering con-
stitutive relations, such as

iF = —K®! —Dw} (40)

where K and D are m. x m, stiffness and damping matrices. Then
we can use a first-order series expansion of the contact distance
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<1>:r =@ (ty41) = (1) + WS h, in order to express the con-
straint forces in terms of the unknown velocities. Then, the regu-
larized version of the MLCP in Eq. (24) can be written as [36]

M —AT he—f)-Mv] [0
WAV +y®h | | Wi 1)

A C
wi LAl e [, ar]

c %

vt

hat

where C and y are m. X m. matrices containing the regularization
terms, which are often assumed to be diagonal and positive defi-
nite. Furthermore, the equation for the constraint forces can be
expressed as

(AM”AT + C) hi +AM ' (h(f — €) + M) + hAv 4 y®ch™!
—_———
H b

— wt
=W,

42)

where H is now positive definite despite constraint redundancy.

If constraints are regularized, the expressions for the effective
mass M; and effective force 4; in Egs. (38) and (39) can be
derived as

M; = (13(17150)1\71’1BT)_1 43)

ii=M; (B(I —PJIM ' (f,—é+B"A)
— A — 71 .
+By—BM AT (AaM AT+ Ca) (Av + y®.172))
(44)
5 AT AT -
whereP. =M A |AM A, +C,) A,
4.2 Integration of the Reduced Interface Model. The time
integration of the interface model is carried out using a first-order

semi-implicit Euler integrator so that interface velocities and
coordinates are updated as follows:

(Djr Z(Di<|>h‘5WiJr

(45)

where Ags is the microtime-step of subsystem S, (hs < h). This
integration is carried out between communication points; there-
fore, the effective mass and force terms M; and 4; are kept con-
stant in the macrotime-step.

5 Examples

In this section, we describe the implementation of a
co-simulation setup for multibody systems M with hydraulic
components H using the interface model introduced above. Mod-
els of a hydraulic manipulator and a hydraulic crane, each with
two actuators, were used to assess the methods. Nevertheless, the
proposed methodology is general and can incorporate other sub-
systems of different nature. The results of numerical experiments
are analyzed and discussed. The multibody models were created
using the VORTEX simulation software package [38]; the co-simula-
tion manager as well as the hydraulic model were written in C++
using the Eigen library for linear algebra and embedded into the
software package. The simulations were performed on an Intel
Core i7-8750H machine with a 6-core CPU at 2.20 GHz and 16
GB of RAM running 64-bit Windows 10.

5.1 Hydraulic Actuator Model. Hydraulic systems regulate
the pressure of a fluid to generate the force that moves other
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mechanical components. The dynamics of such systems governs
the evolution of pressure during motion, which is largely con-
trolled by valves and pumps. A hydraulic actuator is an enclosed
cylinder with two chambers separated by a piston, see Fig. 5. The
pressure difference between the two chambers generates a result-
ant force on the piston, which is transferred to the attachment
points of the actuator. The magnitude of the hydraulic force
exerted by the actuator can be expressed in terms of the hydraulic
pressure difference as [5]

Jo= (P2 —P1)ap — c$ (46)

where p; and p, are the fluid pressures within the cylinder, and g,
is the total piston area. Viscous friction is considered in the cylin-
der through a viscous coefficient ¢ so that the friction force is pro-
portional to the actuator velocity $.

The dynamics of the hydraulic system can be described with
the following set of first order, ordinary differential equations:

. . 2(pp —P1) ¢ 2(p1 — pr
P = Lﬁl aps| + ajcq 7( )bpl — doCq 7( )51"1
apll P p

47

. . [2(pp — P2 2(p2 —pr
Dy = ﬁ —apS1 + doCq gépz — aiCq Qén
ap[2 p p

(43)

where /; and /, are the variable lengths of the chambers on each
side of the piston, g; and a, are the variable valve areas that con-
nect these cylinder chambers to the pump and the tank in the
hydraulics system, cq is the discharge coefficient of the valves, p
stands for the fluid density, pp and pr are the hydraulic pressure at
the pump and the tank, respectively. Coefficients Op;, Opy, 011,
and Oty are O when the quantity inside the square root that pre-
cedes them is negative and 1 otherwise. Terms f; and /3, stand for
the bulk modulus in each cylinder chamber, and they are eval-
uated as a function of the fluid pressure [39]

P 1 +ap; + bp?

i =1,2 4
atp 0 b (49)

where a and b are constants for the fluid. Assuming that the two
cylinder chambers have the same volume at the starting time of
the simulation, chamber lengths /, and /, are given by

Si

A
Y

/hn D1 D2
Qe

l¥

| PT I

Fig.5 Hydraulic model of an actuator

Journal of Computational and Nonlinear Dynamics

Table 1 Hydraulic parameters

Hydraulic parameters Example 1 Example 2
Piston area a 65x10°m>  65x10°m’
Cylinder length i 0.442 m Im
Friction coefficient c 10° Ns/m 5 x 10° Ns/m
Valve discharge coefficient Cq 0.67 0.67
Fluid density p 850 kg/m’ 850 kg/m®
Hydraulic pressure at the pump  pp 7.6 MPa 50 MPa
Hydraulic pressure at the tank  pr 0.1 MPa 0.1 MPa
Compressibility coefficient a 653x107Pa 6.53 x 107" Pa
Compressibility coefficient b —1.19x107% 119 x 1078
11 :0,51+S110—S| (50)

12 =0.51 + 51— 51,0

where s; o is the initial length of the actuator. Valve areas a; and
a, have m? units and are obtained as

a=5-10"*k

(5D
ao=75-1074(1 — k)

In Eq. (51), x € [0, 1] is the valve control parameter or spool dis-
placement, i.e., the kinematic input that controls the motion of the
piston. The hydraulic parameters used in the following examples
are shown in Table 1.

5.2 Example 1: Hydraulic Manipulator Model. The first
test problem used in this research is a manipulator with two
hydraulic actuators, shown in Fig. 6. The manipulator consists of
two links, the first one connected to the ground via a revolute joint
at point O, and the second one connected to the first via another
revolute joint at point Q. Both joint axes are parallel to the global
z axis. Two actuators control the device: one between the ground
and the first link, and another between the two links. The mass of
the actuators is negligible, and they are connected to other ele-
ments via frictionless spherical joints.

Link 1 has a homogeneously distributed mass 7, and length L;.
The mass of link 2 is concentrated at points P and Q, with masses
mp and mq, respectively; its length is L,. The links are assumed to
be very slender, however, a small moment of inertia /, about the
longitudinal axis of both links is considered. Table 2 contains the
value of all the parameters of the model. Actuator 1 is attached to
the ground at point A represented by coordinates xa and ya. The
other end of the actuator is attached to link 1 at a distance L3 from

Ls

Fig. 6 Model of a hydraulic manipulator with two actuators in
contact with a block
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Table 2 System parameters of the 3D model of a hydraulic
manipulator

Parameters

Mass of link 1 m 200kg
Mass at point Q mq 250kg
Mass at point P mp 100kg
Inertia about link axes 1, 0.1kg m?
Mass of the block my 500kg
Side of the block Ly 0.2m
Length on link 1 L, 1m
Length of link 2 L, 0.5m
Radius of the sphere at P p 0.05 m
Attachment distance Ls 0.5m
Attachment distance Ly 0.4 m
Friction coefficient I 0.5
Attachment point A (xa,ya) (3,-3)m
Wall position Xy 1.5m
Initial orientation of link 1 0, 30deg
Initial orientation of link 2 0, —60deg
Initial position of the block Xb 1.3m

point Q. Actuator 2 is attached to link 1 at a distance L, from
point Q, and the other end is attached to link 2 at a distance rp
from point P.

0.50

0.49

0.48

0.47

actuator displacement s, (m)

0.46

6

g 5

8

~<

e 4

(31

§ Reference

g ---------- hpag=1ms

S 3 -——-hp=5ms
—— hpg=10ms
------- hpa =20ms

During the maneuver, the end effector of the manipulator col-
lides with a cubic block of mass m, with side length L, that is ini-
tially resting on the ground. The geometry of the end of link 2 is a
sphere centered at point P, with the radius equal to the distance
rp. The friction coefficient between block and ground is g, but the
interface between manipulator and block is considered to be
frictionless.

The actuation law to perform such a maneuver increases the
length of actuator 2 by modifying the valve displacement x,
while keeping the valve displacement of the first actuator x, con-
stant. The actuation law can be written as

Kg if t < tini
I—lini .
ki()=rY and  Ky(r) = K3+ Ary——"— if fini <1< lena
Tend — lini
ng + Ay if t>lend
(52)
where Ak, = —0.015 is the increment of the valve displacement

between the time instants #,; and #.,q. The initial values K(l) =

0.4416 and ) = 0.4871 satisfy the static equilibrium of the sys-
tem in the configuration specified in Table 2. Maneuver times
were set to fi,; = lsand feq = 2s.

Several simulations were performed using different step-sizes
for the integration of the multibody system /¢, which was set to
be the same as the macrostep-size H. The step-size for the

0.50
E
= 049
B
8
£ 048
22
bS] Reference
§ ~hag=1ms
g 047 ——hpg = 5ms
2 ——— haqg = 10ms
~~~~~~~ haq =20ms
0.46
0 2 4 6 8 10
time (s)
(b)
6
?, 5
<
g 4
§ Reference
5 ---------- hpag=1ms
] 3 ———-hp=5ms
——— haqg = 10ms
~~~~~~~ hpaq =20ms
2
0 6 8 10
time (s)
(d)

Fig. 7 Displacement and force of actuator 2 of the hydraulic manipulator using both the proposed interface
model (left) and a zero-order hold of the inputs (right). Different step-sizes h,, were used for the multibody sys-
tem, while the same step-size h;, =0.2ms was used for the hydraulics in all the cases: (a) displacement with
interface model, (b) displacement with zero-order hold, (c) force with interface model, and (d) Force with zero-

order hold.
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hydraulics was set to iy = 0.2ms in all the simulations, in order
to keep the stability of the hydraulic system. Figure 7 shows the
displacement (a and b) and force (c and d) of the second actuator.
Left-column plots show results obtained using the interface model
described in Sec. 4; they are compared to the plots in the right
column, which were obtained with zero-order hold (ZOH) direct
co-simulation.

Results show that the simulation remains stable in all cases
when using the proposed interface model (Fig. 7). This was not
the case if conventional ZOH co-simulation was used instead,
with which the numerical integration became unstable for large
step-sizes, hxq > 10 ms. The collision between the end effector of
the manipulator and the block, right after r=2s, was a critical
instant that triggered an oscillatory behavior in the system. Con-
ventional ZOH co-simulation was unable to recover its stability
after this point for sy =20 ms and the numerical integration
delivered inaccurate results. After t=2s, the manipulator stops
briefly, until it overcomes the friction resistance between block
and ground, and then makes the block slide until it reaches the
wall and stops. Note that, in any case, the manipulator does not
reach a steady-state at the end, i.e., the velocity is not constant,
because there is no velocity control in this model.

Detailed plots of the velocity of actuator 2 at the time of impact
with the block are shown in Fig. 8. The comparison of the two
approaches highlights that both solutions agree for small step-
sizes of the multibody system (hy¢ =2 ms). Larger step-sizes
make the simulation unstable when using a zero-order hold,
whereas using a reduced interface model allows for taking larger

15
—— Reference

£
H 10
o
‘0
=
3 5
s}
©
>
S
8
S 0
151
<

-5

0

10
oy
:
N i
A !
£ L
o 1/
2 0 U Reference
% L hM =1ms
2 ——=-hpy=5ms
2 =i hpq =10ms

------- haq =20ms

22 2.3 2.4 2.5 2.6
time (s)
(c)

step-sizes without compromising stability. It can also be noted
that, as expected, the larger the communication step-size, the fur-
ther away the simulation results are from the reference solution
with sy = 2 ms. For large communication step-sizes, however,
the use of the interface model improved both the accuracy and the
stability of the co-simulation.

5.3 Example 2: Hydraulic Crane With Gripper. To test the
proposed methodology in a more realistic engineering application,
the detailed 3D model of a hydraulic crane with two actuators and
a gripper was used. This model has a total of 18 bodies and 22
joints, which include spherical, revolute, and prismatic joints.
Figure 9 illustrates the main parts of the crane: boom, stick, and
gripper. Each of these parts and the connections between them
can contain several bodies and joints, such as the connection
between boom and stick, which is essentially a four-bar linkage.
Actuator 1 controls the boom elevation with respect to the base,
which is fixed to the ground, and actuator 2 controls the stick ele-
vation with respect to the boom. The gripper has three nonactu-
ated rotational degrees-of-freedom with respect to the stick, and
two movable claws that are controlled via kinematic constraints.

The inputs of the actuators are given by a velocity controller
with proportional and derivative gains k¥ and kP. The output of
the controller was chosen to be the derivative of the valve dis-
placement «x so that the control law for each actuator j=1, 2 can
be defined as

K= —kj (w;

P =) =k (8 =) (53)

15

B —— Reference

actuator velocity, $, (mm/s)

actuator velocity, $, (mm/s)

: i
i i !
i ; i
bl i Reference
of & ! i I hipq = 1ms
:: i i -——--hp=5ms
N A s haq = 10ms
:I' | feess haq =20ms
-5 G
22 38 24 25 26
time (s)
(d)

Fig. 8 Velocity of actuator 2 and detail at the time of impact with the block, using an interface model (left), and a
zero-order-hold. Different step-sizes h,, were used for the multibody system, while the same step-size
h;, =0.2ms was used for the hydraulics in all the cases: (a) velocity with interface model, (b) velocity with zero-
order hold, (c) velocity detail with interface model, and (d) velocity detail with zero-order hold.
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0

Fig. 9 Model of a log handling crane with two hydraulic actuators

where w; is the controller desired velocity, and w]’.‘ is its time
derivative. The gains were tuned manually to damp any vibrations
in the system. Then, for actuator 1, k‘,’ =6.0m! and
kP =1.0sm~!, and for actuator 2, k% =4.0m"! and
kD =0.1sm~!. Note that the controller has negative feedback,
because, by design, an increment in the valve displacement x
would decrease the actuator force. Additionally, the controller
output was limited to « € [-3,+3]s7L.

The desired velocity of the actuators is displayed in Fig. 10,
which can be written for both actuators as

0 if 1< tini
o — tini .
W;ndx _ - Td if tini < t < tmax
wf _ 7 tmax — tini G4
er_nax if tmax < T <lend
0 if t> tend

where t;,;; = 5s is the initial time without motion of the arm,
where the grasping of the log occurs. The desired velocity is
increased from zero to the maximum value at #,,x = 6 s, which is
kept until feng = 9s. The maximum desired velocity is set to be
wi = —50mm/s, for actuator 1, and wj** = —20mm/s, for
actuator 2.

Friction is considered in all the contact interfaces with a coeffi-
cient ;1 = 0.5. Additionally, since there is contact redundancy at
the interface between gripper and log, the contact constraints are

20

-20

Actuator 2

Desired velocity wj (mm/s)

—40
Actuator 1
—60
0 5 10 15
time (s)
(a)

regularized with a stiffness K, = 10° N/m and a damping coeffi-
cient D, = 10° Ns/m.

As in the previous example, the step-size of the hydraulics was
fixed to hy; = 0.2 ms, and different step-sizes /i were used for
the multibody system, which were the same as the macrostep-size
H in all the simulations. Again, the results obtained with the pro-
posed reduced interface model were compared against the ones
delivered by zero-order hold direct co-simulation. In this case, the
input is a desired velocity of the controller, which establishes the
valve input to the actuators. Figure 10 shows the desired velocity
of both actuators and the valve displacements given by the con-
troller. Grasping of the log occurs for 7 € 3, 5] s.

The displacement and force of Actuator 1 are shown in Fig. 11
for both approaches and several values of the 4, step-size. More-
over, Fig. 12 shows the velocity of Actuator 1. As can be seen, the
simulation becomes unstable for large step-sizes when using a
zero-order hold direct co-simulation approach. On the other hand,
it is possible to take larger step-sizes with the reduced interface
model without losing stability. Figure 12 shows the velocity and
force of actuator 1 during the maneuver. Significant oscillations
can be observed in the velocity plots, e.g., in Fig. 12(¢). This takes
place during the grasping phase, where contact and friction forces
have the most significant effect on the system dynamics. The
interface model contributed to alleviate the severity of these oscil-
lations. It is also noteworthy that zero-order hold co-simulation
with /)¢ = 10 ms recovers stability after grasping the log (=35
s), in spite of the severe oscillations in actuator force and velocity
during the grasping process. This can be explained by the fact

0.8

— Act. 1
-——-Act. 2

0.5

valve displacement x € (0, 1)

0.4

time (s)

Fig. 10 Control law for the hydraulic crane with a gripper: (a) desired velocity of the controller, and (b) valve dis-
placement as the output of the controller for the simulation using an interface model and step-size h,, =16 ms: (a)

desired velocity and (b) valve displacement
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Fig. 11 Displacement of actuator 1 in the hydraulic crane using (a) an interface model, and (b) a zero-order hold.
Actuator force with (c) interface model and (d) zero-order hold. Different step-sizes for the multibody system h,,,
and the same step-size for the hydraulics h;, = 0.2 ms: (a) displacement with interface model, (b) displacement
with zero-order hold, (c) force with interface model, and (d) force with zero-order hold.

that, when the claws completely grasp the log, the mass of the log
becomes supported by the arm, which reduces the natural fre-
quency of the system and makes its numerical integration more
stable.

6 Discussion

In this section, the results from Sec. 5 are further analyzed and
discussed. We assess the solution accuracy and stability of
co-simulation setups using the proposed and other methods. More-
over, the computation details of the RIM are described, as well as
its impact on simulation performance.

6.1 Accuracy and Stability. To quantify the accuracy of the
RIM and compare it against other methods, we use the root-mean-
square (RMS) of the absolute error. Therefore, the error associated
with any variable x can be defined as

N

RMS(x — Xpep) = ]l\l; (x(tk) — xref([k))z (55)

where x.er is the reference solution, and N is the number of time-
steps. Here, a zero-order hold co-simulation is used as reference
solution, where both subsystems are integrated with the same
step-size of 107 s, equal to the communication macrostep-size.
Figure 13 shows the error in the actuator displacement and
velocity for the two examples presented in Sec. 5. Co-simulation

Journal of Computational and Nonlinear Dynamics

results using both a ZOH and linear extrapolation for the interface
variables are compared to the proposed method (RIM). In both
examples, RIM-based co-simulation remains stable for all values
of the step-size, while the other methods fail for large step-sizes.
Although the displacement error is higher using the RIM for small
step-sizes in example 1 (see Fig. 13(a)), it does not become unsta-
ble for larger step-sizes. Moreover, in Example 2, both the dis-
placement and velocity errors are similar for the three methods
(see Figs. 13(c) and 13(d)). But, in all the cases, the simulations
using RIM can remain stable for large communication step-sizes.

6.2 Computational Performance. Using the RIM requires
the computation of the effective mass and force terms in Egs. (38)
and (39), which involve the computation of the operator matrix
P.. These calculations can be time-consuming, especially for large
systems, and some considerations are necessary for the implemen-
tation of the RIM. First, sparse matrix representations can help
increase computational performance. Second, the order in which
the matrices are multiplied also affects performance, and some
terms might be reused in several steps along the calculation.

For the examples shown in this paper, the calculations were
optimized to be able to integrate the coordinates and velocities of
the RIM as described in Sec. 4.2. In this case, only the inverse of
the effective mass is needed to compute the model, which requires
one less inverse matrix operation. Moreover, the expression of the
projector matrix P, can be used to simplify the expression of the
inverse effective mass matrix so that Eq. (38) can be rewritten as
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Fig. 12 Velocity of actuator 1 in the hydraulic crane using (a) an interface model, and (b) a zero-order hold.
Detailed plots of the velocity during the grasping phase of the log t<(3,5] s are shown in (¢) and (d). Different
step-sizes h,, were used for the multibody system, and the same step-size h;; = 0.2 ms was used for the hydraul-
ics: (a) velocity with interface model, (b) velocity with zero-order hold, (c) velocity detail with interface model,

and (d) velocity detail with zero-order hold.

M, ' =H; — H,H,'H! (56)

where these terms come from the lead matrix H in Eq. (35). Note
that H,, matrix in Eq. (56) is not explicitly inverted. Instead, the
product X = H;o(1 Hﬂ is computed by solving the system
H, X = HEX, for which the LDLT decomposition was used, an
efficient variant of the Cholesky factorization available in the
Eigen library.

The average computational time of a macrotime-step for both
examples with different step-sizes is shown in Fig. 14, where the
total time is decomposed in three processes: the integration of the
multibody subsystem, the integration of the hydraulics subsystem,
and the computation of the RIM. The hydraulics time also
includes the integration of the RIM according to Eq. (45), which
appears to be negligible, and demonstrates that the proposed RIM
can be simulated efficiently. These results also expose the over-
head of the computation of the RIM, which is only computed once
per time-step and does not depend on the time-step-size. However,
it does depend on the size of the system and it is comparable to
the computational cost associated with the integration of the mul-
tibody system. This computation overhead is largely dependent on
the cost associated with the computation of the effective mass,
which involves the solution of a linear system with a matrix H,,
using an LDLT decomposition. The complexity for such a

041001-12 / Vol. 15, APRIL 2020

decomposition is O(m3) for dense matrices, but can be reduced to
O(bmi in sparse matrix implementations, where the size of m, is
the size of H,, (i.e., the number of active constraints) and b its
bandwidth. Note that the maximum number of active constraints
is m, = 35 in the first example, whereas m, = 178 in the second
one. Although the computation time of the RIM is not negligible,
a parallel implementation of the method can significantly reduce
the computational cost for large-scale problems.

7 Conclusions

Reduced interface models provide a representation of the
dynamics of slower subsystems, which can be used in
co-simulation setups to obtain a dynamics-based prediction of the
evolution of their inputs between communication points. The RIM
for a mechanical system can be expressed in terms of the general-
ized velocities that define their interface with other subsystems in
the co-simulation environment. The mechanical system can then
be represented by effective mass matrix and effective force terms
that describe its dynamics in the subspace defined by these inter-
face velocities. One of the limitations of the method is that the
RIM needs to be computed every macrotime-step, which can be
computationally demanding in large multibody systems. However,
this computation can be further optimized, for instance, by reusing
some matrices that are obtained in the multibody time-step, or by
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computational time (s)

Fig. 14 Average computational time of the multibody and hydraulic subsystems and effective mass and force terms
computation for the RIM in each macro time-step. Example 1: hydraulic manipulator (a) 1ms (b) 10ms and Example 2:
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Fig. 13 Root-mean-square of the error in the actuator displacement and velocity for the hydraulic manipulator
(aand b) and the hydraulic crane with gripper (¢ and d) in terms of the multibody subsystem time-step h,,, with
a step size of h;, = 0.2 ms for the hydraulics subsystem. The data points corresponding to unstable simulations
are not shown: (a) Example 1: hydraulic manipulator displacement (actuator 2), (b) velocity (actuator 2), (¢)
Example 2: hydraulic crane with gripper displacement (actuator 1), and (d) velocity (actuator 1).

— 6
[ R1M computation [ RIM computation
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4
2
SE=I=E=
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(a)

(b)

hydraulic crane with gripper (¢) 1 ms and (d) 10 ms.

performing computations in parallel. In this paper, the expression
of those terms for mechanical systems subjected to unilateral con-
tact and Coulomb friction has been put forward. This approach is
compatible with an impulse-momentum formulation of the
dynamics of the mechanical system in the form of a MLCP. More-
over, the proposed RIM was used in the multirate co-simulation
of a mechanical system with hydraulic actuators. Results showed
that the use of an RIM to predict the inputs of the fast subsystem
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results than conventional extrapolation techniques.
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